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Abstract. In this paper, we solve and validate the Shallow Water equations with a well-
balanced finite volume method and semi-implicit treatment of the friction term. The method
is validated by simulating the Seine river flooding (France 1910), which is served as a bench-
mark. The method is implemented in the open source software Basilisk which is freely available
at http://www.basilisk.fr. Furthermore, we compare the obtained result with Basilisk
to a simple propagation model developed by the actuary team at AXA Global P&C.
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1 INTRODUCTION

The Shallow Water equations (or Saint-Venant Equations) are commonly used to represent
the flow of water under the assumption that the characteristic vertical length scale of the flow is
very small with respect to the characteristic horizontal length scale. These equations can be ob-
tained by depth averaging the incompressible three dimensional Navier-Stokes equations under
the previous assumption in the vertical direction. This results in neglecting any acceleration in
the direction of the gravity, which gives rise to a hydrostatic pressure distribution.

The numerical resolution of the Shallow Water equations is a good tool to predict flow prop-
erties in various situation such as Dam Breaks [15, 5], Tsunami propagation [10], Rivers flows
[2] and flooding [3, 6], among others as there is a huge literature on the Shallow Water equa-
tions.

The Shallow Water equations are given by the following system:

∂th + ∂x(hu) + ∂y(hv) = 0,

∂t(hu) + ∂x(hu2 + gh2/2) + ∂y(huv) = gh(S0x − Sfx), (1)
∂t(hv) + ∂x(huv) + ∂x(hv2 + gh2/2) = gh(S0y − Sfy).

Here:

• u(x, y, t) and v(x, y, t) are the scalar components in the horizontal direction (x, y) of the
depth-averaged velocity for a given time t > 0,

• h(x, y, t) is the local water depth,

• g = 9.81m/s2 is the gravity constant,

• S0 =
(
S0x , S0y

)
= (−∂xz(x, y),−∂yz(x, y)) is the linearized bed slope, where z(x, y) is

the topography,

• and Sf =
(
Sfx , Sfy

)
=
(
n2
√
u2+v2

h4/3 u, n2
√
u2+v2

h4/3 v
)
, is the friction force, where n is the

Manning’s coefficient which depends on the considered type of soil (see [4]).

In this paper we aim to study an application of the Shallow Water equations to a real life
flooding case. The application consists in simulating the flooding of the Seine river in Paris
which occurred in January 1910. Predicting this flooding represents a challenge for public
policy. In fact, the damage that could be caused by a potential flood having the same level as in
1910 is considerable, especially in Paris where the main activity pool of the French economy is
concentrated.

The first difficulty before running the simulation with the SWE is the choice of the numerical
scheme. Referring to the work of [1] see also [6], we consider a hydrostatic reconstruction
scheme coupled with a semi implicit treatment of the friction term to avoid spurious flows
due to topography. Second, we have to consider the appropriate topography that is relevant
to the physical one. Given that we are limited by the computer power and by the availability
of such topography, we choose to use a free available topography from the National Institute
of Geographic and Forest Information (IGN) where a mesh of 75 m is used. First, we will
use the topography in its original form. Second, we will modify the topography in order to
take into account the so called barriers at the main bed of the river. We will use in all these
simulations the open source code Basilisk which is a C code based on a finite volume method
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with a structured mesh. This code uses also a quadtrees mesh to allow efficient adaptive grid
refinement. Methods based on quadtrees mesh have been successfully used to compute adaptive
solutions of many problems such as the 2D and the 3D Navier-Stokes equations [13, 12] or
Shallow Water equations [14].

The rest of this paper is organized as follows: In section 2, we set up the formulation of
the model equations and recall the numerical scheme. In section 3, we reproduce the 1910
flooding in Paris by using the historical registration of the water depth. We superimpose some
obtained footprints with some maps from [8] in order to visualize clearly the inundated regions.
Furthermore, we compare our result against the result that is furnished by the Regional and
Interdepartmental Directorate of Environment and Energy (DRIEE) in order to validate our
method. In section 4, we study the sensitivity of the model with respect to the Manning’s
coefficient. In section 5, we compare the result furnished by the resolution of the SWE with the
result obtained by a simple propagation model developed by the actuary team at AXA Global
P&C. Section 6 contains the conclusion of this paper.

2 Numerical method

2.1 General form

The system 1 can be written in the conservative form as

∂tU +∇ (F,G) = R, (2)

where

U = (h, hu, hv) , F =
(
hu, hu2 + gh2/2, huv

)
,

G =
(
hv, huv, hv2 + gh2/2

)
, (3)

and R =
(
0, gh(S0x − Sfx), gh(S0y − Sfy)

)
.

Here, U is the vector of conserved variables, F and G are the flux functions, and R stands for
the sources which are formed from the bed slope gh(S0) term and the friction term gh(Sf ). We
note that for h > 0 the above system is strictly hyperbolic.
As the 2D case can be treated by a complete analogy with the 1D case, for seek to simplicity,
we will consider only the 1D case. The two-dimensional system (2) rewrite

∂tU + ∂xF = R. (4)

Hereafter,

U = (h, hu) , F =
(
hu, hu2 + gh2/2

)
, and R = (0, gh(S0x − Sfx)) . (5)

We split in two problems, first an inviscid one, second a purely viscous one.

2.2 Inviscid part treatment

Following [1], we use the hydrostatic reconstruction scheme to the problem (4), without the
friction term, which is given by

U∗i = Un
i −

∆t

∆x

(
Fn
i+1/2 − Fn

i−1/2

)
+

∆t

∆x
S0

n
i , (6)
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where

Fn
i+1/2 = F

(
Un

i+1/2,L,Un
i+1/2,R,

)
, Fn

i−1/2 = F
(
Un

i−1/2,L,Un
i−1/2,R

)
, (7)

and

S0
n
i =

(
0, g(hn

i+1/2,L)2/2− g(hn
i−1/2,R)2/2

)
. (8)

Here F stands to the numerical flux which is defined in the next section and the values of
Un

i+1/2,L and Un
i+1/2,R are obtained by applying once again the hydrostatic reconstruction.

Un
i+1/2,L =

(
hn
i+1/2,L, h

n
i+1/2,Lu

n
i

)
, Un

i+1/2,R =
(
hn
i+1/2,R, h

n
i+1/2,Ru

n
i+1

)
(9)

where

hn
i+1/2,L = max

(
0, hn

i + zni −max
(
zni , z

n
i+1

))
,

hn
i+1/2,R = max

(
0, hn

i+1 + zni+1 −max
(
zni , z

n
i+1

))
. (10)

We note that this scheme is designed to capture the dry regions where h = 0 and to ensure the
non-negativity of the water weight, we refer the reader to [1] for more details.

2.3 Numerical flux

In Basilisk many consistent flows were implemented for the homogeneous part of the system
2, for example the Harten Lax Van Leer (HLL) flux, the Kurganov flux and the one obtained by
the kinetic method. In this work we used the Kurganov flux. The Kurganov flux [11] is based
on a central-upwind scheme which does not require exact or approximate Riemann solvers and
a characteristic analysis that upwind Godunov-type methods require. Furthermore, they admit
a less numerical dissipation than the other numerical flux.

The application of this scheme gives the following expression for the numerical flux:

F
(
Un

i+1/2,L,Un
i+1/2,R,

)
=

ai+1/2,RF(Un

i+1/2,L)−ai+1/2,LF(Un

i+1/2,R)

ai+1/2,R−ai+1/2,L

+
ai+1/2,Rai+1/2,L

ai+1/2,R−ai+1/2,L

(
Un

i+1/2,L − Un
i+1/2,R

)
, (11)

where

ai+1/2,R = max
(
0, un

i+1/2,R +
√
ghn

i+1/2,R, u
n
i+1/2,L +

√
ghn

i+1/2,L

)
,

ai+1/2,L = min
(
0, un

i+1/2,R −
√
ghn

i+1/2,R, u
n
i+1/2,L −

√
ghn

i+1/2,L

)
. (12)

The above scheme is stable under the following CFL condition on the time step ∆t:

∆t ≤ CFL
∆x

max(ai+1/2,R,−ai+1/2,L)
, (13)

where CFL < 1 is the Courant number and ∆x is the space step.
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2.4 Friction term treatment

The fractional-step method is a standard way to deal with the friction term. The complete
solution of problem (2) is obtained by first solving the equations without the friction term as in
section 2.1 to obtain an intermediate solution U∗. The following problem is then solved using
U∗ to find the complete solution Un+1:

∂tU = Sf . (14)

Thus, we obtain the following semi-implicit scheme for the friction term

hn+1 = h∗ and un+1 =
u∗

1 + g∆tn2 |un|
(hn+1)4/3

. (15)

We note that this semi-implicit scheme preserves the steady state at rest and also the stability
under the CFL condition.

3 Numerical simulation: application to Seine inundation

Figure 1: Topography generated from the IGN data showing the domain of the study with 75 m mesh resolution,
23.6 m ≤ z ≤ 161m. Locations of different gauges are given.

The Seine river in Paris is our case study. Figure 1 represents the topography of the river in
the landscape: the upstream end is located near Austerlitz train station and the downstream end
is located near Chatou train station. The domain area is about 225km2.

We will distinguish between two cases: First, we run the simulation by using the topography
that is furnished by the IGN ([9]). Second, we modify the topography in order to take into
account the barriers along the river which are constructed to prevent flooding (see figure 2).
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Figure 2: Figure showing the modified topography

Figure 3: Free elevation final height at several places in Paris, computed values

3.1 Numerical resolution and the raw IGN data

The numerical solution has been computed by using the SWE described in section 2, where
the topography is given by the IGN (see figure 1). The Manning’s coefficient n is set to 0.01
s/m

1
3 for two reasons: First, in order to accelerate the propagation of the water. Second, in

order to represent the minor and major bed of the Seine river at Paris as a firm soil.
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Figure 4: A figure generated from simulation at t = 120000s showing the inundated area in 1910

Figure 5: A figure generated from simulation at t = 120000s showing the inundated area in 1924

Figure 3 shows the evolution of the water depth in meters between Austerlitz and the Bridge
of Bezons. This figure gives the level of the free surface, i.e. the depth of the water, at each
station.

We took as a reference the historical depth of the water in Austerlitz in 1910, 1924 and 1982.
Within the used IGN topography, the altitude of Austerlitz is about 27 m from the zero level
which is the NGF69 level. Thus, we take into account this information in order to reproduce
the historical events. The numerical results at the final stage after 12h of propagation is given in
figures 4, 5 and 6. These figures allow us to determine the inundated regions in Paris in 1910,
1924 and 1982.
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Figure 6: A figure generated from simulation at t = 120000s showing the inundated area in 1982

Figure 7: A figure generated from simulation at t = 120000s showing a comparison between our simulation (blue)
and the result of the DRIEE (red).

3.2 Simulation with defenses

Next, we will modify the topography in order to take into account the barriers along the river.
These barriers reach the value of 7m in Austerlitz. Here, we compare our simulation with the
modified topography that we call simulation with defenses against the result that are furnished
by the DRIEE [7]. Figure 7 shows that our result is consistent with the DRIEE result. In order
to calculate the prediction rate we calculate the ratio between the inundated area given by our
simulation and the inundated area given by the DRIEE. We deduce that our result is similar to
the result of the DRIEE with a prediction rate of 90 percent. The regions that are potentially
inundated can be detected from this figure.
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4 Sensitivity to Manning’s coefficient

Figure 8: Variations of the water depth with respect to the manning’s coefficient n. The gauge is located near Issy
bridge in Paris

Figure 9: A figure generated from simulation at t = 120000s showing a comparison between the inundated area
in 1982 with n = 0.01 (blue) and with n = 0.015 (red) and their intersection (green)

The Manning’s coefficient n is the most important parameter that should be determined for
hydrodynamics models. In fact, selecting the value of n means to estimate the flow resistance
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Figure 10: A figure generated from simulation at t = 120000s showing a comparison between the inundated area
in 1982 with n = 0.01 (blue) and with n = 0.02 (red) and their intersection (green)

Figure 11: A figure generated from simulation at t = 120000s showing a comparison between the inundated area
in 1982 with n = 0.01 (blue) and with n = 0.03 (red) and their intersection (green)

to the movement. Moreover, this coefficient greatly impacts the flow speed, which then impacts
the depth and the flood extent. In order to test the sensitivity of the model with respect to the
Manning’s coefficient, we run the simulation for four values of n 0.01, 0.015, 0.02, and 0.03.
These values seem reasonable for a river channel with a firm soil bed and no vegetation.

Figure 8 shows that when n is bigger than 0.01 the flow is slower and the water can be more
accumulated. A comparison between the footprint of the 1982 flood in Paris with n = 0.01 and
n = 0.015, n = 0.02, and n = 0.03 respectively at the same time are given in figures 9, 10 and
10. These figures show that the new inundated region will be bigger than that given before for
n = 0.01. However, the water propagation will be slower than that given before for n = 0.01
as we see that at the final time of our simulations the water does not attain yet the downstream
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end of the domain for n = 0.02 and n = 0.03.

5 Comparaison between a simple propagation model and the SWE

Figure 12: Figure showing the propagation algorithm with R which is developed at AXA Global P&C

Figure 13: A figure generated from simulation showing a comparison between a simple filling method with Basilisk
(blue) and the simulation with the simple propagation algorithm (red)

In this section, we give a comparative study between the model based on the resolution of
the SWE (described above) and a propagation model which is developed by the actuary team
at AXA Global P&C. This propagation model is simpler than that based on the resolution of
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Figure 14: A figure generated from simulation showing a comparison between the inundated area in 1910 obtained
with Basilisk at t = 120000s (blue) and the simulation obtained with the propagation algorithm with non-uniform
initial height (red) and their intersection (green)

Figure 15: A figure generated from simulation showing a comparison between the inundated area in 1910 obtained
with Basilisk at t = 120000s (blue) and the simulation obtained with the propagation algorithm with non-uniform
initial height and a dissipative term (red) and their intersection (green)

the SWE. It allows us to obtain footprint of the inundation. This model is programmed in R
language and verifies the following properties (see figure 12):

• A cell is only flooded by one of its 8 direct neighbors

• The water level of a flooded cell is the maximum of its flooded neighbors

• The water depth of a cell cannot exceed the largest depth of its neighbors

In order to evaluate the performance of this simple propagation model, we will compare be-
tween the footprint obtained by this model for Paris flooding in 1910 and the footprint obtained
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Figure 16: A figure generated from simulation showing a comparison between the inundated area in 1910 obtained
with Basilisk at t = 120000s (blue) and the simulation obtained with the propagation algorithm with non-uniform
initial height and an interpolated topography (red) and their intersection (green)

above using the SWE. In both models, we use the IGN Digital elevation data with 75 m resolu-
tion. Figure 13 shows a comparison between the result of the flooding scenario with Basilisk,
by filling in all the regions with a depth less than 35 m, and the result of the simple propagation
algorithm. It can be seen that both models match well. The inundated region in figure 13 is
clearly bigger than the one obtained in figure 4 with the hydrodynamic model. We deduce from
this visual index that the simple model needs to be calibrated with respect to the hydrodynamic
model in order to obtain a better approximation of the inundated region. For this reason, we
consider first the simple propagation algorithm with a non-uniform height along the major bed
and second by adding a dissipative term in the algorithm. These both modifications allow us
to reduce the inundated region and thus ameliorate the error ratio (see figures 14 and 15), i.e.
the over detected area, defined as the ratio of the area obtained with the simple algorithm which
does not belong to the intersection area (the red area), and the area obtained with the same
algorithm (error ratio = red area

red area+green area). Moreover, in both cases, the prediction ratio is
greater than 90%, where the prediction ratio is defined as the ratio of the intersection area and
the area obtained with the SWE model (prediction ratio =

green area
blue area+green area).

Another way to calibrate the simple model written in R with respect to the simulation result
obtained with Basilisk is to interpolate manually in R the furnished topography from IGN. In
fact, Basilisk interpolates automatically the topography whenever the gradient of the height
h is greater than 10 cm. Thus, we get in the final stage of the simulation with Basilisk an
interpolated topography with approximately 25 m grid resolution. Figure 16 shows that the
calibrated algorithm with the interpolated topography with (25 m grid resolution) approximates
well the hydrodynamic model. Thus, a better resolution of the digital elevation model has a
profound impact on the accuracy of the footprint extent.

6 Conclusion

From this case study, we can conclude that both models, the hydrodynamic model, based on
the SWE, and the calibrated simple model, are able to simulate the inundated extent region of
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Paris 1910 flood with a certain accuracy level. The hydrodynamic 2D model gave the best over-
all performances and a more precise information about the depth, the extent and the velocity of
the flow. Basilisk code uses digital elevation models and generates the topography required by
the hydrodynamic model. The mathematical model utilizes the SWE written in their conserva-
tive form without any simplification. Furthermore, the numerical method used is stable, which
makes the Basilisk code suitable for practical applications.

However, the major obstacle of the simulation concerns the long runtime of the hydrody-
namic model which is about 3 hours. This long runtime is needed to better calibrate the model
with respect to the Manning coefficient. This is still the major disadvantage of the hydrody-
namic model even with the adaptive meshes.

Furthermore, the Basilisk code should be tested with a better resolution grid for the DEM.
Using a better resolution grid for the DEM has also the disadvantage of the calculation time
which becomes again longer. Thus, a balance must be found between the available DEM’s with
different resolution, the runtime of the simulation, and the method accuracy.

The calibrated simple model worked well in the case of Paris flooding without defenses.
Thus, one can use the calibrated simple model when we do not need a lot of precision. Further
test cases should be undertaken to validate the general applicability of this conclusion. In par-
ticular, we need first to test this model to simulate Paris 1910 flood scenario with defenses and
also simulate the flooding of other regions of the river where the morphology of the floodplain
is different.
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